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Intro and Motivation Methodology Experimental results
The success of deep learning heavily relies on a 
massive amount of fully labeled data. However, it is 
challenging to obtain a large-scale dataset with 
completely accurate annotations in the real world.
What is PLL?
Each training example with a candidate label set 
that includes the true label.

Code is available here

https://github.com/jokersio-tsy/CroSel

A dog image x with 
candidate label set 
= {Toy-poodle, Dhole, Bulldog}

Challenge?
There exists the challenge of label ambiguity in PLL. 
As only one ground-truth label for each training 
example, and other labels in the candidate label set 
are actually wrong (false positive) labels.

Identify more 
‘true’ labels

Train a better 
model

How to select the ‘true’ label in the candidate 
label set?

CroSel achieves the 
best results on different 
settings and shows 
great selection accuracy 
and selection ratio of 
pseudo labels.

Whether CroSel can outperform prior PLL methods?

Does each CroSel component work effectively?

The selection strategy and 
regularization term 
reciprocally promote each 
other.

Cross Selection strategy
Our selection criteria consists of three parts：
Partial-label setting
Low volatility level
High confidence level

Training Objective for

Co-mix consistency regularization term
based on the idea of consistency regularization
use sharpen and mixup to further 
augment the data

Overall Training Objective

This hyperparameter decreases gradually as the picking ratio rises

Training Objective for

if a model can predict the same label with high 
confidence and low volatility, then there is a high 
probability that the label is the true label of this 
example.
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